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Use case

Cilium and Tetragon could use 
the ability to TCP RST instead 
of just drop for more awareness 
to the source of the traffic.

Tetragon main use case is to 
send RST to Pods inside the 
cluster sending data out.

https://github.com/cilium/cilium/issues/17944

https://github.com/cilium/cilium/issues/17944
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Reuse bpf_sock_destroy?

- Aditi Ghag added the bpf_sock_destroy 
kfunc for socket load balancing and 
enforcing policies on existing connection 
use cases.

- This kfunc can only be used in iterators.
- This function can only be called from BPF 

contexts that have acquired the socket lock.

Could this be extended to support cgroup_skb 
prog types (and more)?

From: Aditi Ghag <aditi.ghag@isovalent.com>
To: bpf@vger.kernel.org
Cc: kafai@fb.com, sdf@google.com, aditi.ghag@isovalent.com
Subject: [PATCH v9 bpf-next 0/9] bpf: Add socket destroy capability
Date: Fri, 19 May 2023 22:51:48 +0000 [thread overview]
Message-ID: <20230519225157.760788-1-aditi.ghag@isovalent.com> (raw)

This patch set adds the capability to destroy sockets in BPF. We plan to
use the capability in Cilium to force client sockets to reconnect when
their remote load-balancing backends are deleted. The other use case is
on-the-fly policy enforcement where existing socket connections
prevented by policies need to be terminated.

The use cases, and more details around
the selected approach were presented at LPC 2022 -
https://lpc.events/event/16/contributions/1358/.
RFC discussion -
https://lore.kernel.org/netdev/CABG=zsBEh-P4NXk23eBJw7eajB5YJeRS7oPXnTAzs=yob4E
MoQ@mail.gmail.com/T/#u.
v8 patch series -
https://lore.kernel.org/bpf/20230517175359.527917-1-aditi.ghag@isovalent.com/

[...]

Aditi Ghag (9):
  bpf: tcp: Avoid taking fast sock lock in iterator
  udp: seq_file: Helper function to match socket attributes
  bpf: udp: Encapsulate logic to get udp table
  udp: seq_file: Remove bpf_seq_afinfo from udp_iter_state
  bpf: udp: Implement batching for sockets iterator
  bpf: Add kfunc filter function to 'struct btf_kfunc_id_set'
  bpf: Add bpf_sock_destroy kfunc
  selftests/bpf: Add helper to get port using getsockname
  selftests/bpf: Test bpf_sock_destroy

https://lore.kernel.org/all/20230519225157.760788-1-aditi.ghag@isovalent.com/

https://lore.kernel.org/bpf/?t=20230519225206
https://lore.kernel.org/all/20230519225157.760788-1-aditi.ghag@isovalent.com/#r
https://lore.kernel.org/all/20230519225157.760788-1-aditi.ghag@isovalent.com/#r
https://lore.kernel.org/all/20230519225157.760788-1-aditi.ghag@isovalent.com/raw
https://lpc.events/event/16/contributions/1358/
https://lore.kernel.org/netdev/CABG=zsBEh-P4NXk23eBJw7eajB5YJeRS7oPXnTAzs=yob4EMoQ@mail.gmail.com/T/#u
https://lore.kernel.org/netdev/CABG=zsBEh-P4NXk23eBJw7eajB5YJeRS7oPXnTAzs=yob4EMoQ@mail.gmail.com/T/#u
https://lore.kernel.org/bpf/20230517175359.527917-1-aditi.ghag@isovalent.com/
https://lore.kernel.org/all/20230519225157.760788-1-aditi.ghag@isovalent.com/


Discussions

- Should we support ICMP responses?
- Make sure to include limits to prevent DDoS.
- TCP RST direction for existing connections?


